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TL;DR

Let x ~ N(0,Y), x € R", the multivariate gaussian distribution is defined as

1 L
fx) = det(X)(2m)n/2 exp{—§X ¥

Fourier transform of f(x) is given by
F(s)=F(f) = f(x) exp{—i2ns’ x}dx
Rn

where s € R™ and F\(s) is a scalar, i.e. F' maps from R" to R.
The Fourier transform of f(x) is

F(s) = FIN(0,5)) = exp{—%(27rs)TZ(27rs)}
furthermore,

FN (1, %)) = exp{—i2nsTp} exp{—%(Zws)TE(%rs)}

Derivation Steps

Expanding F'(s)

F(s)=F(f) = . f(x) exp{—i2ns’ x}dx

= l et o T
Jan det( E (2m)n/2 eXp{_§X Y7} exp{—i2ms” x }dx
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/ det( 2 (27)n/2 exp{—5 b B — 2(—i2ms) x| }dx

1
exp{—=A?}dx
R \/det(X)(2m)n/2 2

where
A? = xTV 'x — 2(—i2ms) x
Now we use a standard trick called complete the square

xT Ax —2b’x = (x —u)TA(x — u) — u’ Au
withu = A"'b

A is symmetric and invertible



The convariance matrix ¥ is symmetric and invertible, hence it satisfies the condition.
Therefore, we can substitute as

A=%""
b = —i27s
S
u= (> ")(—i2ns)
= X(—127s)
u’ Au = —i(2rs)TTEIN(—i27s)
= —(27s)T2(27s)

Put u and u” Au back into A%, we have
A? = (x —u)TA(x —u) —u’ Au
= (x—u)'S 7 x —u)+ (27s) X (27s)
Put A? back into F(s) we have

exp{—%[(x —u)'Y ! (x —u) + (27s)T2(27s) Ydx

1

o /n Vdet () (2m)n/?
1

i /n m(?w)nm
1

: ( Re /det(3)(2m)7/2

where the first term is simply the sum of probability, i.e. equals to 1, therefore

exp{—%(x WS (x — )} exp{—%(QWS)TE(%rs)}dX

exp{—;(x —u)'y(x— u)}dx) . (exp{—%(Qﬂs)TE(Zws)})

1
F(s) = eXp{—é(Zﬂ'S)TZ(QTFS)}
By applying the shift property of Fourier transform, we can easily obtain

FN (%)) = F(f(x = p))
= exp{—i2ns’ u} - F(s)

= exp{—i2rs’ u} - exp{—%(Qﬂs)TE(%rs)}
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